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A contemporary research agenda in behavioral economics and neuroeconomics aims
to identify individual differences and (neuro)psychological correlates of rationality.
This research has been widely received in important interdisciplinary and field outlets.
However, the psychometric reliability of such measurements of rationality has been pre-
sumed without enough methodological scrutiny. Drawing from multiple original and
published datasets (in total over 1,600 participants), we unequivocally show that con-
temporary measurements of rationality have moderate to poor reliability according to
common standards. Further analyses of the variance components, as well as a allowing
participants to revise previous choices, suggest that this is driven by low between-
subject variance rather than high measurement error. As has been argued previously for
other behavioral measurements, this poses a challenge to the predominant correlational
research designs and the search for sociodemographic or neural predictors. While our
results draw a sobering picture of the prospects of contemporary measurements of ratio-
nality, they are not necessarily surprising from a theoretical perspective, which we out-
line in our discussion.

rationality j reliability j econometrics j psychometrics j measurement

A common definition of economic rationality states that decision makers should con-
sistently choose the subjectively best option according to their preferences as their
budget allows. It can be shown that any collection of choices of such decision makers
can be reconciled with a definite structure of wants, cost efficiency, and transitivity (1).
Specifically, the generalized axiom of revealed preference (GARP) requires that if a
decision maker accepts costs to choose one choice object over another (strict direct
revealed preference), they may, ceteris paribus, in fact never choose the latter over the
former choice object (no direct revealed preference) as long as it is not associated
with higher costs (2–4). Rational choice theory is theoretically parsimonious and ele-
gant and delivers tractable analytical results; therefore, it is widely used in economic
applications. However, since its inception, this standard model has also received
severe criticism on descriptive (e.g., 5), predictive (e.g., 6), and normative (e.g., 7)
grounds.
Despite this criticism, a contemporary research agenda in psychology, behavioral eco-

nomics, and neuroeconomics aims to identify individual differences and (neuro)psychologi-
cal correlates of rationality [(8, 9) for an overview]. Here, indices of revealed preference
consistency specifically are used as an ad hoc measurement tool for the supposedly latent
concept of rationality that is often interpreted as a psychological construct (see Discussion).
Importantly, this interpretation of revealed preference consistency as a characteristic of
decision makers goes beyond the original intent of the founders of revealed preference
theory, which was to provide a test of whether a specific set of choices allows for the con-
struction of a preference ordering (e.g., 10). Empirical research on this topic has been
widely received in important interdisciplinary and field outlets such as Science or the
American Economic Review (e.g., 11, 12). However, the validity of such measurements of
rationality has been, perhaps due to the strong economic-theoretical foundation, pre-
sumed without enough scrutiny.
In this article, we identify and discuss a core issue of the aforementioned research

program: contemporary measurements of individual rationality have moderate to poor
reliability according to common standards. As has been argued previously for other
behavioral measurements (13), this poses a challenge for the predominant correlational
research designs and the identification of individual differences.
Importantly, the empirical analyses reported in this paper draw from multiple origi-

nal and published datasets that vary in the deployed choice domain (social choice, food
choice, choice under risk, or choice under ambiguity), choice complexity (two or three
goods), study context (laboratory or online), incentivization (incentive compatible or
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hypothetical), study population, sample size, task structure,
measurement length, and time gap between measurements (SI
Appendix, Table S1). Hence, the large amount of data and
methodological diversity allow us to draw conclusions with
reasonable generality for contemporary research practice.* To
support the robustness of our results, we collected data and repli-
cated the low reliability of rationality measurements in eight
datasets with, in total, over 1,600 participants, including a pre-
registered replication.
In comparison to previous related work on the reliability of

choice consistency (e.g., 14, 15), the revealed preference meth-
odology for the measurement of rationality is the standard in
research practice (8) and is not only conceptually but also
mathematically linked to utility theory (1). Another feature
that distinguishes revealed preference consistency from choice
consistency more generally is the consideration of consumer
theory, specifically price effects on demand (16). Thus, our
investigation specifically focuses on the measurements of eco-
nomic rationality via revealed preferences.
A clear implication of our research is that the reliability of

such rationality measurements cannot be assumed until shown
otherwise. While few (perhaps none) of the relevant studies in
the field report reliability coefficients, our results suggest that
reliability is modest even for more conservative study designs.
More broadly, however, we ask how valid rational choice the-
ory is as a measurement model for differential-psychological
applications.

Results

Analysis Approach. Following the standard approach appro-
priated from neoclassic economic theory, rationality was
quantified via the two most prominent indices of rationality,
namely, Afriat’s critical cost efficiency index [CCEI (17)] and
the Houtman-Maks index [HMI (18, 19)]. Broadly, the
CCEI utilizes the fact that irrational choice behavior is not
cost efficient. It denotes the minimal hypothetical waste of
wealth that a decision maker accepts given their irrationality.†

The HMI, on the other hand, does not consider the fraction
of wealth wasted but instead determines the size of the largest
subset of choices consistent with GARP. Hence, the HMI is
possibly more robust to single outliers (e.g., mistake choices)
but also more sensitive to multiple but practically negligible
violations of rationality (see Methods for further details). To
quantify the reliability of rationality measurements, we calcu-
lated the intraclass correlation coefficients (ICCs), which we
report and interpret following the standards put forth by Koo
and Li [(21); preregistered for study 2], where “[v]alues less
than 0.5 are indicative of poor reliability, values between 0.5
and 0.75 indicate moderate reliability, values between 0.75
and 0.9 indicate good reliability, and values greater than 0.90
indicate excellent reliability.”

Study 1: Initial Finding. In our first online study, we included
53 adult, English-speaking participants recruited via the online
platform Prolific. Participants solved two measurements (test
and retest) of a modified dictator game with 20 trials each (22).
Briefly, in each trial, participants were granted a variable monetary
endowment. Importantly, they could freely share a fraction of this

endowment with their best friend at variable exchange rates (i.e.,
sometimes their friend could receive more or less money than
given up by the participant). This design allowed us to determine
the rationality of their revealed preferences in sharing.

Importantly, we manipulated the way the dictator game was
presented: we used two common design versions (Fig. 1 A
and B) and a novel version (Fig. 1C). Each participant solved
all 2 (test vs. retest) × 3 (design) = 6 measurement-task version
combinations.

The number and configuration of trials was confirmed to be
sufficient to detect violations of rationality via a task-based power
analysis (see Rationality and reliability). Between the two measure-
ments, participants solved an unrelated filler task on reading
comprehension (Fig. 1D and SI Appendix). At the end of the
experiment, participants answered several questions regarding
their decision strategies and experiences solving the tasks.
Rationality and reliability. To determine the statistical power of
our GARP test, we bootstrapped 1,000 virtual participants
from our dataset as a model of random choice (23). Results
showed that Bronars power = 91.8% bootstrapped participants
did not comply with GARP (see Methods, axiom), indicating
that the task can accurately detect random behavior. Overall,
the rationality of our actual participants (quantified by either
CCEI or HMI) was relatively high for both measurements (SI
Appendix, Table S1) and significantly higher than a bootstrapped
random benchmark of equal sample size (all P < 0.001; SI
Appendix, Fig. 13).
Intermethod reliability between task versions. The intermethod reli-
ability (between task versions) for the CCEI was ICC (2, 1) =
0.071 (�0.108 < ICC < 0.297) for the first measurement and
ICC (2, 1) = 0.356 (95% CI: 0.176 < ICC < 0.539) for the
second measurement (Fig. 2, Top). Similarly, the intermethod
reliability (across task versions) for the HMI was ICC (2, 1) =
0.094 (�0.089 < ICC < 0.320) for the first measurement and
ICC (2, 1) = 0.309 (95% CI: 0.129 < ICC < 0.497) for the
second measurement (Fig. 2, Bottom). Hence, the intermethod
reliability of the CCEI and the HMI was poor for both meas-
urements according to common standards.
Test-retest reliability per task version. The test-retest reliability
(within task versions) for the CCEI was ICC (2, 1) = 0.626
(95% CI: 0.404 < ICC < 0.779) for the diagram task, ICC
(2, 1) = 0.439 (95% CI: 0.180 < ICC < 0.641) for the bun-
dles task, and ICC (2, 1) = 0.277 (95% CI: �0.021 < ICC <
0.531) for the slider task. Overall, only the diagram task
showed moderate test-retest reliability for the CCEI, while the
two other tasks performed poorly (Fig. 3, Left). The test-retest
reliability (within task versions) for the HMI was ICC (2, 1) =
0.345 (95% CI: 0.054 < ICC < 0.583) for the diagram task,
ICC (2, 1) = 0.550 (95% CI: 0.317 < ICC < 0.720) for the
bundles task, and ICC (2, 1) = 0.310 (95% CI: 0.014 < ICC <
0.556) for the slider task. Overall, only the bundles task showed
moderate test-retest reliability for the HMI, while the two other
tasks performed poorly (Fig. 3, Right).
Decision strategies. In order to gain a better understanding of
the decision-making process and to further validate our conclu-
sions, we conducted an inductive, qualitative content analysis
(24) using the free-text responses about the decision strategies of
our participants (SI Appendix, Fig. 1A). Our results indicated that
most participants either tried to fairly share the payout (22 partici-
pants, 41.50%) or maximize the total payout (20 participants,
37.70%). Few participants decided with an egotistical bias (6 par-
ticipants, 11.30%) or prosocial bias (2 participants, 3.77%). For
3 participants (5.66%), we could not determine a clear strategy
from their response.

*We, however, acknowledge that this diversity also introduces heterogeneity, which limits
the means of quantitative data aggregation.

†For our main analysis, we quantified this hypothetical waste in terms of percentages of
the monetary expenditure. To test the robustness of our results, we used an alternative
specification in terms of the absolute waste of expenditure (20). The results of this robust-
ness check are aligned with our main analysis (SI Appendix).
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Study 2: Preregistered Replication. A potential limitation of
study 1 was the relatively small number of participants and trials,‡

which could have led to unstable and biased reliability estimates
(25). To address this concern, we conducted study 2, which was
preregistered on the Open Science Framework (OSF, https://osf.
io/wfd4z). Here, we tried to replicate the results of study 1 in a
larger sample and with a higher number of trials. We included

148 adult, English-speaking Prolific participants who did not par-
ticipate in study 1. Participants underwent the same procedure as
in study 1 except for two differences. First, we increased the num-
ber of trials from 20 to 40. The number and configuration of
trials were confirmed to be sufficient to detect violations of ratio-
nality via a task-based power analysis (see Rationality and
reliability). Second, we omitted the filler task to compensate for the
higher number of trials and thus longer experiment duration. At
the end of the experiment, participants answered several questions
regarding their decision strategies and experiences solving the tasks.

Randomized Order Randomized Order

(Filler Task for Study 1 only)

Measurement 1 Measurement 2D

A B C

E

Your choice in Sec�on 1:
You: 0
Your Friend: 1.5

Click to Revise Choice

Study 3:
Revision Trials

Fig. 1. Behavioral task versions used to measure rationality. Participants played a modified dictator game. In each trial, they could share a fraction of an
endowment with their best friend at a variable exchange rate (i.e., sometimes their friend could receive more or less money than given up by the participant).
We manipulated the way the decision problem was presented in three different task versions: (A) diagram, (B) slider, and (C) bundles. (D) Experimental structure
of studies 1 and 2. All task version blocks were presented in randomized order for two measurements each. Intermethod reliability was calculated within meas-
urements (across task versions). Test-retest reliability was calculated between measurements (per task version). (E) Sample trial of the choice revisions in study
3. Participants first were displayed their choice from the previous section and then had the opportunity to either remake or revise that decision.

‡The number of trials for study 1 was confirmed to be sufficient via a Bronars power anal-
ysis and well within the range used in the literature.
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Rationality and reliability. As in study 1, to determine the statis-
tical power of our GARP test, we bootstrapped 1,000 virtual
participants from our dataset. Results showed that Bronars
power > 99.9% bootstrapped participants did not pass GARP,
indicating that the task can accurately detect random behavior.
Again, the rationality of our participants (quantified by either
CCEI or HMI) was relatively high for both measurements (SI
Appendix, Table S1) and significantly higher than a bootstrapped
random benchmark (all P < 0.001; SI Appendix, Fig. 14).
Intermethod reliability between task versions. The intermethod reli-
ability (between task versions) for the CCEI was ICC (2, 1) =
0.408 (95% CI: 0.293 < ICC < 0.522) for the first measure-
ment and ICC (2, 1) = 0.372 (95% CI: 0.263 < ICC <
0.482) for the second measurement. Hence, as in study 1, the
intermethod reliability of the CCEI was poor for both measure-
ments (Fig. 2, Top). The intermethod reliability (between task
versions) for the HMI was ICC (2, 1) = 0.321 (95% CI: 0.204 <
ICC < 0.442) for the first measurement and ICC (2, 1) =
0.275 (95% CI: 0.164 < ICC < 0.390) for the second mea-
surement. Again, the intermethod reliability of the HMI was
poor for both measurements (Fig. 2, Bottom).
Test-retest reliability per task version. The test-retest reliability
(within task versions) for the CCEI was ICC (2, 1) = 0.515
(95% CI: 0.372 < ICC < 0.635) for the diagram task, ICC
(2, 1) = 0.497 (95% CI: 0.354 < ICC < 0.617) for the bundles
task, and ICC (2, 1) = 0.434 (95% CI: 0.283 < ICC < 0.564)
for the slider task. Overall, test-retest reliability for the CCEI
was moderate for the diagram and bundles tasks and poor for
the slider task; therefore, it was not sufficient according to our
preregistered criterion (at least good reliability; Fig. 3, Left).

The test-retest reliability (within task versions) for the HMI
was ICC (2, 1) = 0.505 (95% CI: 0.360 < ICC < 0.626) for
the diagram task, ICC (2, 1) = 0.640 (95% CI: 0.525 <
ICC < 0.732) for the bundles task, and ICC (2, 1) = 0.343
(95% CI: 0.182 < ICC < 0.487) for the slider task. Overall,
test-retest reliability for the HMI was moderate for the dia-
gram and bundles tasks and poor for the slider task following
standards; therefore, it was not sufficient according to our
preregistered criterion (at least good reliability; Fig. 3, Right).
Decision strategies. Free-text responses about participants’ deci-
sion strategy were categorized via the same categories inducted in
study 1 (SI Appendix, Fig. 1B). Again, our results showed that
most participants either tried to fairly share the payout (63 par-
ticipants, 42.6%) or maximize the total payout (43 participants,
29.1%). Few participants decided with an egotistical bias (25 par-
ticipants, 16.9%) or prosocial bias (3 participants, 2.0%). For 14
participants (9.5%), we could not determine a clear strategy
from their response. This number was expectedly higher than for
study 1 as no new response categories were inducted.

Reliability of Rationality in Published Research. Next, to assess
the reliability of contemporary rationality measurements more
generally, we reanalyzed five published datasets for test-retest or
split-half reliability: Choi et al. [(26), henceforth C07, and (11),
henceforth C14], Kurtz-David et al. [(27), henceforth K19], the
control group of Nitsch et al. [(28, 29), henceforth N21], and
Ahn et al. [(30), henceforth A14]. SI Appendix, Table S1 shows
key details about the datasets. The N21 dataset contained three
measurements over about 3 h in total, which were jointly
entered for the reliability estimation. Since the C07, C14, K19,
and A14 datasets did not contain multiple measurements, we
used the split-half method to estimate reliability.
Split-half/test-retest reliability. Results for all datasets are sum-
marized in Fig. 3. The split-half/test-retest reliability for the
CCEI was ICC (2, 1) = 0.256 (95% CI: 0.056 < ICC <
0.436) for the C07 dataset, ICC (2, 1) = 0.503 (95% CI:
0.402 < ICC < 0.591) for the C14 dataset, ICC (2, 1) =
0.183 (95% CI: �0.166 < ICC < 0.491) for the K19 dataset,
ICC (2, 1) = 0.483 (95% CI: 0.340 < ICC < 0.619) for the
N21 dataset, and ICC (2, 1) = 0.408 (95% CI: 0.268 < ICC <
0.532) for the A14 dataset (Fig. 3, Left, rows 6–10). Hence,
split-half/test-retest reliability for the CCEI was poor in four of
five datasets and moderate in one of five datasets. The split-half/
test-retest reliability for the HMI was ICC (2, 1) = 0.442 (95%
CI: 0.263 < ICC < 0.592) for the C07 dataset, ICC (2, 1) =
0.158 (95% CI: 0.032 < ICC < 0.279) for the C14 dataset,
ICC (2, 1) = 0.685 (95% CI: 0.451 < ICC < 0.831) for the
K19 dataset, and ICC (2, 1) = 0.497 (95% CI: 0.355 < ICC <
0.630) for the N21 dataset (Fig. 3, Right, rows 6–9).§ Hence,
split-half/test-retest reliability for the HMI was poor in three of
four datasets and moderate in one of four datasets.

Study 3: Long-Term Reliability and the Role of Mistake
Choices. Study 3 was a follow-up measurement within a subset
of the participants of study 2 ∼5 mo later, which had three
main goals. The first goal was to replicate our findings in par-
ticipants who were already familiar with the task. This was
important since we observed learning effects in studies 1 and 2,
where participants became on average more rational in the sec-
ond measurement [study 1: b = 0.023, SE = 0.017, t(240.932) =
1.387, P = 0.167; study 2: b = 0.037, SE = 0.02, t(658.251) =
3.183, P = 0.002]. The second goal was to explore how test-retest

Measurement 2 

Measurement 1 

Measurement 2 

Measurement 1 

Study 2

Study 1

0.00 0.25 0.50 0.75 1.00
ICC(2,1)

D
at

as
et

CCEI

Measurement 2 

Measurement 1 

Measurement 2 

Measurement 1 

Study 2

Study 1

0.00 0.25 0.50 0.75 1.00
ICC(2,1)

D
at

as
et

Effective Number
of Trials

20 40

HMI

Fig. 2. Intermethod reliability of individual rationality measurements.
Depicted are ICC estimates and 95% CI of the intermethod reliability of
CCEI (Top) and HMI (Bottom). The dashed vertical line and subsequent
green area indicate the range of acceptable, that is, good reliability accord-
ing to common standards. The effective number of trials is the number of
trials per measurement (test-retest reliability).

§We failed to reproduce the HMI for the A14 dataset with our algorithm, presumably due
to the presence of three different kinds of goods.
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reliability was affected when the two tests were further apart
(months rather than minutes). For this, we leveraged the fact that
we recruited a subset of the sample of study 2 and the same dia-
gram choice task. The third goal was to test whether low reliabil-
ity was driven by the noisiness of participants’ decisions (i.e.,
mistake choices). We were able to rerecruit 97 of the original 148
participants.¶ Participants underwent the same procedure as in
study 2 except for three differences. First, we omitted the slider
and bundles tasks and only used the diagram task (for a total of
2 × 40 trials). Second, we omitted the free-text questions regard-
ing participants’ decision strategy (to limit both the length of the
study and fatigue in participants; see Discussion). Third, following
Breig and Feldman (31), we allowed participants to revise a ran-
dom subset of their initial choices after the completion of the first
two task blocks and undo potential mistake choices.
Rationality and reliability. Bronars power was equivalent to
study 2, that is, >99.9% bootstrapped participants did not pass
GARP, indicating that the task can accurately detect random
behavior. Again, the rationality of our participants (quantified
by either CCEI or HMI) was relatively high for both measure-
ments (SI Appendix, Table S1) and significantly higher than a
bootstrapped random benchmark (all P < 0.001; SI Appendix,
Figs. 15 and 16).
Goal 1: Reliability of participants who are familiar with the task.
The test-retest reliability for the CCEI was ICC (2, 1) = 0.522
(95% CI: 0.343 < ICC < 0.665), which was comparable to
study 2 and can be considered moderate. The test-retest reli-
ability for the HMI was ICC (2, 1) = 0.613 (95% CI: 0.455 <
ICC < 0.733), which was slightly higher than for study 2 but
still only moderate.
Goal 2: Long-term test-retest reliability. We collapsed the 2 × 40
trials of studies 2 and 3 each for an effective number of 80 trials

per study. The 5-month test-retest reliability (across studies 2 and
3) for the CCEI was ICC (2, 1) = 0.511 (95% CI: 0.338 <
ICC < 0.651), which can be considered moderate. The 5-month
test-retest reliability (across studies 2 and 3) for the HMI was
ICC (2, 1) = 0.526 (95% CI: 0.355 < ICC < 0.662), which
can be considered moderate. Hence, overall the 5-month test-
retest reliability of both indices was comparable to short-term
reliability.
Goal 3: The role of mistake choices. Following Breig and Feldman
(31), we allowed participants to revise a random subset of 10
choices per block of their initial choices after the completion of
the first two task blocks and undo potential mistake choices.
Surprisingly, this led to an increase neither of rationality (mea-
surement 1: delta mean CCEI = �0.025, delta mean HMI =
�0.262; measurement 2: delta mean CCEI = �0.013, delta
mean HMI = �0.058) nor of test-retest reliability. The test-
retest reliability for the CCEI was ICC (2, 1) = 0.443 (95% CI:
0.248 < ICC < 0.603), which can be considered poor. The test-
retest reliability for the HMI was ICC (2, 1) = 0.593 (95% CI:
0.431 < ICC < 0.719), which can be considered moderate.

Explorative Analysis of Variance Components. Next, we tried
to answer the question of what gives rise to the low reliability
of the revealed preference indices. As explained above, the ICC
represents the fraction of the total variance which is attributable
to true differences (i.e., not attributable to error). Hence, the
ICC could be small due to high measurement error (large
denominator), small true differences (small numerator), or
both. To identify the degree of measurement error, we calcu-
lated within-subject coefficient of variance (WSCV) using the
repeated measures per the same instrument. The WSCV deter-
mines the degree of closeness of the repeated observations made
on the same subject (32) (Fig. 4); the lower the WSCV, the
lower the measurement error. Results indicated a drop of the
WSCV for measurements with at least 20 trials for both CCEI
and HMI (i.e., all datasets but C14 and N21). For such
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Fig. 3. Test-retest and split-half reliability of individual rationality measurements. Depicted are the ICC estimates and 95% CI of the test-retest/split-half reli-
ability of CCEI (Left) and HMI (Right) across all eight datasets. Symbols indicate which task version was used: triangles indicate the diagram task, circles indi-
cate the bundles task, and rectangles indicate the slider task. The dashed vertical line and subsequent green area indicate the range of acceptable, that is,
good reliability according to common standards. The effective number of trials is the number of trials per measurement (test-retest reliability) or split (split-
half reliability). Studies 2 and 3 were conducted ∼5 mo apart in the same sample.

¶Study 3 was an unplanned follow-up motivated by a reviewer comment. Hence, we had
to rerecruit participants via Prolific who had not been informed about this follow-up in
advance.
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measurements with at least 20 trials, the WSCV was relatively
small (median = 15% for the CCEI and median = 5% for
the HMI).

Discussion

In the present paper, we investigated the reliability of behav-
ioral measurements of rationality as a characteristic of individ-
ual decision makers. Across multiple original and published
datasets, we found that the reliability of the two most promi-
nent rationality indices (and variations thereof) is moderate to
poor. This result held independent of the choice domain (social
choice, food choice, choice under risk, or choice under ambigu-
ity), choice complexity (two or three goods), study context (lab-
oratory or online), incentivization (incentive compatible or
hypothetical), study population, sample size, task structure,
measurement length, and time gap between measurements.
Hence, given data from multiple datasets with sufficient meth-
odological diversity, our conclusions not only apply to a specific
configuration of rationality measurements but speak with rea-
sonable generality for contemporary research practice. More
broadly, our results align with recent work on the reliability of
measurements of risk preferences, sensitivity to losses, and self-
regulation (33–35).#

Reliability indicates how much of the total variance in the
variable of interest is attributable to true difference and not
caused by measurement error. Hence, one potential explanation
of moderate to poor reliability could be the presence of high
measurement error (large denominator in the fraction) in the
revealed preference methodology (e.g., 38). Our data offer two
arguments against this explanation. First, allowing participants
to revise a subset of choices (i.e., fixing potential mistakes, a
source of measurement error; see study 3) did not increase reli-
ability. Second, an analysis of the variance components in the
data tentatively suggested that within-subject variance, as a proxy

for measurement error, was sufficiently low for measurements
with at least 20 trials.

Another explanation for moderate to poor reliability is a lack
of true differences between participants: it could be possible
that it is difficult to distinguish between participants because
they do differ enough with respect to economic rationality. In
line with this explanation, most participants across all datasets
descriptively behaved with high consistency, and taking indi-
vidual measurements of CCEI and HMI yielded approximately
two times worse predictive accuracy for another measurement
within the same individual than simply assuming the popula-
tion mean (SI Appendix). In conjunction with the absence of
high measurement error, this tentatively suggests that the low
reliability of contemporary measurements of individual ratio-
nality (that is, the inability to distinguish between individuals)
was indeed driven by a lack of interindividual differences in
rationality.jj

As has been argued previously for other behavioral measure-
ments, the lack of reliability poses a challenge to the contempo-
rary search for sociodemographic or psychological correlates of
economic rationality. Pragmatically speaking, our results show
that a simple increase of trials or using a different task interface
is not sufficient to fix this problem (unless the sample size is
increased substantially); rather, individual differences must be
increased. Possible avenues to explore here are, for instance, to
ask participants to make decisions under stress or time pressure,
increasing the difficulty of the decisions or using a manipula-
tion (i.e., a between-groups design).

A more general point we want to raise here is the validity of
economic rationality as a psychological construct, which is a pre-
requisite to valid measurements (39). Strictly speaking, economic
rationality describes whether or to what extent a set of choices
can be described by a utility function. In the recent literature,
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Fig. 4. WSCV. Depicted are the WSCV estimates and 95% CI of the test-retest/split-half reproducibility of CCEI (Top) and HMI (Bottom) across all eight data-
sets. Symbols indicate which task version was used: triangles indicate the diagram task, circles indicate the bundles task, and rectangles indicate the slider
task. Studies 2 and 3 were conducted ∼5 mo apart in the same sample. The effective number of trials is the number of trials per measurement (test-retest
reliability) or split (split-half reliability).

#Interestingly, temporal discounting seems to be reliable (36, 37).

jjIt is important to point out that few individual differences in rationality pose a desirable
result for economic theory: specifically, it means that most individuals’ decisions can be
closely approximated by utility theory.
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however, economic rationality of a finite set of choices of an
individual has been compared with decision quality (11, 29, 40),
policy responsiveness (41), or variability in the neural computa-
tion of value (27) based on face validity and correlational evi-
dence,** all of which are arguably related but not identical
constructs. Given this lack of a clear definition of the psycho-
logical construct to be measured and lack of evidence of valid-
ity for widely used measures, advances in psychological theory
and measurement appear necessary. A recent, particularly
promising approach for the applications outlined here are gen-
erative models,†† which can serve to formalize psychological
constructs and increase the reliability of behavioral measure-
ments (43, 44). The theoretical basis to inspire the develop-
ment of such models could be provided by cognitive science:
past studies have shown that cognitive skills (e.g., executive
control, working memory, and intelligence) pose a common
factor of many aspects of decision making, including choice
consistency (45–50).

Limitations. A limitation to our assessment might be that the
upper limit of effective trials considered for our reliability assess-
ments was 80, which is below that of a few particularly high-
powered studies (e.g., [27] used up to 108 trials). Optimistically,
it could be possible to improve the reliability of rationality meas-
urements by increasing the number of trials in behavioral experi-
ments to further reduce measurement error. However, a high
number of trials (i.e., at least more than 80 trials) comes at the
cost of practical feasibility in many studies and the risk of increas-
ing fatigue due to prolonged measurement durations, which in
itself might bias the measurement (ranging from relative changes
in preference to qualitative changes of decision strategy). To give
a benchmark, in study 2, the number of participants indicating
that they were “very much fatigued” tripled from after 20 to
after 40 trials (after measurement 1: n = 10; after measurement
2: n = 29; SI Appendix, Fig. 2).
Another potential limitation is that we could not replicate

the finding of Breig and Feldman (31) that allowing partici-
pants to revise their choices leads to an increase of revealed
preference consistency in the choice set. We acknowledge that,
as the authors also demonstrate in their paper, the effectiveness
of such an intervention depends on the specific configuration
of the choice interface. Hence, due to the ineffectiveness of the
intervention, we cannot rule out that a more effective interven-
tion could increase the reliability of rationality measurements.
Lastly, we acknowledge that while the qualitative results for

each dataset are similar, there is some variability in the quanti-
tative reliability estimates, which could be driven by the hetero-
geneity of the included datasets.

Conclusions. We demonstrate that the reliability of individual
rationality measurements cannot be assumed until shown other-
wise. While few (perhaps none) of the relevant studies in the
field report reliability coefficients, our results suggest that reli-
ability is modest even for more conservative study designs.
From the theoretical perspective outlined above, however, we
might ask more broadly how useful a measurement model
rational choice theory (or choice structure representations
thereof) is for differential-psychological applications.

Methods

All participants recruited for this research project gave their informed written
consent before participation. The study protocol of the original studies 1 to 3
was approved by the ethical council of the medical faculty of Heinrich-Heine-
University D€usseldorf (study 2020-910). Studies 1 to 3 were conducted in
alignment with the Declaration of Helsinki. For ethical information regarding
the literature data, see the corresponding references. Study 1 was conducted
as part of the doctoral thesis of F.J.N. [51].

Study 1. Study 1 served as the initial investigation into the reliability of meas-
ures of revealed preference reliability and was embedded in a larger study on
the malleability of rational choice.
Participants. For study 1, 101 adult, English-speaking participants completed
our study. For the study, 48 participants were randomly assigned to an experi-
mental manipulation group, which entailed a reading-based priming manipula-
tion. As this manipulation was irrelevant to the presented research question, we
only considered the control group (which only read a neutral text; SI Appendix)
for the present analyses. No other participants were excluded, resulting in a final
sample size of n = 53 participants. SI Appendix, Table S2 gives an overview of
the demographics.
Procedure and design. Participants were recruited via the online platform Pro-
lific (https://www.prolific.co), receiving compensation of 4.30 pounds. Prolific is a
widely used online research subject pool that has been accredited for more
transparency and research suitability than comparable platforms (52, 53). The
online experiment was programmed in jsPsych (54) and hosted on Pavlovia.
Before the start of the experiment, all participants were fully debriefed about the
content and aim of the research project and provided informed consent via a
checkbox. After providing consent, we asked for their demographic information.
Next, participants underwent the first measurement of all three experimental
tasks in randomized order. For the first measurement, each task entailed a
detailed description and five practice trials. After completion of the first measure-
ment, participants solved a filler task that consisted of reading three informa-
tional texts about unrelated topics and answering three quiz questions on the
content of these texts (SI Appendix). Then participants underwent the second
measurement of all three experimental tasks, again in randomized order. At the
end of the experiment, participants answered several questions regarding their
decision strategies and experiences solving the tasks. Then they were redirected
back to Prolific to receive their compensation.

Our experimental design was completely within subject. Participants solved
all three decision tasks for two measurements (3 × 2 within-subject design).
Experimental tasks. All decision tasks were based on a modified dictator game
(22), consisting of I¼ 20 decisions per measurement. Participants had to hypo-
thetically allocate a budget mi between them and their best friend, resulting in a
final monetary split of xi ¼ ðxSelfi , xFriendi Þ. Importantly, the monetary endowment
mi and the “prices” of keeping and giving money pi ¼ ðpSelfi ,pFriendi Þ varied per
decision. Hence, xSelfi ¼

shareSelfi mi

pSelfi
and xFriendi ¼ shareFriendi mi

pFriendi
, with the share indicating

the relative fraction of the budget (0–1) allocated to each account. Budgets and
prices were randomly sampled per trial: mi ∈ 2, 3, 4, 5, 6, 7, 8, 9, 10½ � and
pSelfi ,pFriendi ∈ 1, 2, 3½ �. For our analysis, we normalized prices and budgets so
that∑pi ¼ 1 andmi ¼ xSelfi pSelfi þ xFriendi pFriendi .

For each task and measurement, we further included two attention check
trials where participants were instructed to allocate the full budget to either
themselves or their best friend. Those trials were not included in the analysis.
If participants failed an attention check for a given measurement of a task, we
excluded that measurement of the task from our analysis specifically (8% of
measurements).

Contemporarily, experimental investigations of revealed preference rationality
interchangeably utilize different ways to present the decision problems (task ver-
sions). One line of research uses a task introduced by Choi et al. (26). In their
elaborate and widely used paradigm (here, diagram task), participants must allo-
cate a budget between two dimensions (e.g., two investment accounts, oneself
and a coplayer) using a cartesian coordinate display. The task is mostly applied
in the investigation of choices under risk (11, 27, 55, 56) but also intertemporal
choices (12, 57). It has the appeal that it transparently depicts all economic
parameters (budget, prices, budget line, etc.) and even allows for a visual

**A notable exception is Cohen et al. (42), who provide mechanistic and causal evidence
for the link between neuronal constraints and economic rationality in nematodes.

††Generative models are models that formally specify “how behavior is generated within
people and how generative processes vary across people” (43, p. 2).
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identification of inconsistent choices. A potential drawback is that the task can be
hard to understand for people without experience in the interpretation of dia-
grams and the theoretically large number of potential choice options.

Another line of research uses a more simplistic choice-bundles task that was
first prominently used by Harbaugh and colleagues (58) and by many others
since (40, 41, 59). In the choice-bundles task (here, bundles task), the budget
line is divided into (equidistant) discrete points, which are subsequently pre-
sented as a discrete set of choice options to the participant. Conveniently, in this
task, participants can ignore the underlying economic parameters and must only
choose the most liked choice bundle in the set. This significantly reduces the
cognitive demand of the task and is desirable for indivisible goods (e.g., food
items), specific participant groups (e.g., children), and research questions (e.g.,
decisions under stress). A drawback of the task is that discrete choice options can
only approximate optimal choices from a continuous budget line, which might
introduce small inconsistencies by itself.

A compromise suggested by Garagnani (60), which so far has not been
widely applied, however, would be to present participants with a slider (here,
slider task) that allows for the continuous allocation of the budget while conceal-
ing economic parameters to a degree that allows for an intuitive approach to
solving the task. Concretely, participants move a slider that controls the fraction
of money allocated to each dimension (in our study, self and best friend). The
effective payouts are shown in an infobox.

In study 1, we used all task variants in order to be able to draw inferences
independent of the specific task design and evaluate intermethod reliability
(Fig. 1).
Diagram task. For each decision, participants had to choose a point on a diag-
onal line in a coordinate system (Fig. 1A). The points on the diagonal line repre-
sented the possible money allocations between themselves and their best friend
that they might choose. In each coordinate system, the vertical axis corresponded
to the money chosen for themselves (you) and the horizontal axis corresponded
to the money chosen for their best friend (friend). While they were making their
decision, they could see which amount of money they had chosen for them-
selves and for their best friend in the upper right corner of the coordinate sys-
tem. The flatter the lines, the more money their best friend could receive as a
maximum compared to them. The steeper the lines, the more money they could
receive as a maximum compared to their best friend.
Bundles task. For each decision, participants had a choice of five different
money allocations and were instructed to simply choose the allocation that they
thought was best (Fig. 1C).
Slider task. For each decision, participants had to choose a point on a horizon-
tal line by moving a slider, which represented the possible allocations of money
amounts between themselves and their best friend. While making their decision,
they could see which amount of money they had chosen for themselves and
their best friend in two boxes above the slider. The labeling of the endpoints
and spatial presentation were randomized from round to round (Fig. 1B).
Task questionnaires. At the end of the experiment, participants were asked to
answer how they reached their decisions (“How did you reach your decisions?”)
and what they considered particularly important in their decisions (“What was
particularly important to you in your decisions?” in study 1 only) in open-text for-
mat. Further, they were asked multiple questions regarding their experiences
with the specific task formats that will be reported elsewhere.

Study 2. Study 2 was preregistered on OSF (https://osf.io/wfd4z/). Here, we tried
to replicate the results of study 1 in a larger sample and with a higher number
of trials to address the issue of portability, as this theoretically could increase the
reliability of the task.
Participants.We recorded complete data of 148 adult, English-speaking partici-
pants, none of which were excluded. Our sample size rationale was based on
the maximum feasible sample size given our monetary budget and the second-
largest and largest non–panel-based sample of all datasets considered [SI
Appendix, Table S1, following Lakens (61)]. SI Appendix, Table S2 gives an over-
view of the demographics.
Procedure and design. Our procedure and design were similar to the control
condition of study 1 except that we increased the number of trials from 20 to 40
and removed the filler task. Again, participants were recruited via Prolific, receiv-
ing compensation of 4.30 pounds. Participants underwent two measurements of
all three experimental tasks, each measurement in randomized order. For the
first measurement, each task entailed a detailed description and five practice

trials. As study 2 took on average longer than study 1 to complete, we asked par-
ticipants to indicate their fatigue once after the first measurement and once after
the second measurement. The fatigue measurement was used to evaluate the
extended experiment length after the recruitment of 10 initial participants, as
indicated in our preregistration. Of these 10 participants, most participants were
not or only a little fatigued throughout the experiment; therefore, we deemed
the experimental length acceptable. At the end of the experiment, participants
again answered several questions regarding their decision strategies and experi-
ences solving the tasks. Our experimental design was completely within subject.
Participants solved all three decision tasks for two measurements (3 × 2 within-
subject design). Again, if participants failed an attention check for a given mea-
surement of a task, we excluded that measurement of the task from our analysis
specifically (10% of measurements).

Study 3. Study 3 was a follow-up measurement within a subset of the partici-
pants of study 2 ∼5 months later, which served to replicate our findings in
participants who were already sufficiently familiar with the task, explore how
test-retest reliability was affected when the two tests were further apart (months
rather than minutes), and test whether low reliability was driven by the noisiness
of participants’ decisions (i.e., mistake choices).
Participants. We were able to rerecruit and include 97 of the original 148 par-
ticipants. SI Appendix, Table S2 gives an overview of the demographics.
Procedure and design. Participants underwent the same procedure as in study 2
except for three differences. First, we omitted the slider and bundles tasks and
only used the diagram task (for a total of 2 × 40 trials). Second, we omitted the
free-text questions regarding participants’ decision strategy (to limit both the
length of the study and fatigue in participants; see Discussion). Third, following
Breig and Feldman (31), we allowed participants to revise a random subset of 10
choices each of their initial choices after the completion of the first two task blocks.

Again, participants were recruited via Prolific, receiving compensation of
3 pounds. Participants underwent two measurements of the diagram task. For
the first measurement, we again displayed a detailed description and five prac-
tice trials. After the completion of the two first measurements, participants were
informed that they now had the opportunity to revise a selection 10 of their deci-
sions from the first (second) measurement (Fig. 1E). For each potential revision,
the previous choice was displayed to the participants as a reminder. Then, partici-
pants could proceed to redo their choice in their own pace. Importantly, the start-
ing point of the slider on the budget line was again randomized (transparently
to the participants) to facilitate an active decision.

Again, if participants failed an attention check for a given measurement of a
task, we excluded that measurement of the task from our analysis specifically
(12% of measurements).

Analysis.
Revealed preference analysis. Let N be the number of different commodity
types in a commodity bundle. Let X be the nonnegative, N-dimensional space of
commodity bundles. Let P be the strictly positive, N-dimensional space of prices
of commodities. Let M be the nonnegative, one-dimensional space of budgets.
Let I¼ i, j,…,n denote observations of choice. Let xi be the chosen commodity
bundle of an observation i. Each bundle xi is a N-dimensional vector of the
shape xi ¼ ðx1i , x2i …, xni Þ, with each scalar component xni representing the
quantity of commodity type n within bundle xi. Let pi be the given prices of com-
modities of an observation i. Each prices p are a N-dimensional vector of the
shape pi ¼ ðp1i ,p2i ,…pni Þ, with each scalar component pni representing the
price of commodity type n per unit size. Then the scalar product xi � pi represents
the total price of a commodity bundle xi at some prices pi. Let mi be the given
budget of an observation i. We assume that decision makers spend all their bud-
get so that xi � pi ¼ mi.

Definition 1 (Direct Revealed Preference): A bundle xi is directly revealed
preferred to another bundle xj if and only if xj � pi ≤ mi. Then we denote
xiRD xj.

Definition 2 (Revealed Preference): A bundle xi is revealed preferred to
another bundle xk if there exists a transitive preference relation xiRD xj RD xk
between both bundles. We denote xiRxk .

Definition 3 (Strict Direct Revealed Preference): A bundle xi is strictly
directly revealed preferred to another bundle xj if and only if xj � pi < mi. Then
we denote xiPD xj.

Axiom (GARP). xiRxj,: xjPD xi.
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In this framework, the CCEI presents a relaxation of definition 3 so that only
xiPD xj xj � pi < CCEI �mi is required.‡‡ The CCEI is then the highest possible
value so that the axiom holds for all observations. The HMI, on the other hand,
denotes the largest number of observations HMI ≤ I for which the axiom holds.
Statistical analysis. To quantify the reliability of measurements of rationality,
we calculated the ICCs of type consistency between the variables of interest to
account for potential learning effects [62]. Reliability indicates how much of the
total variance in the variable of interest is not caused by measurement error. A
reliability of 1 indicates a perfect measurement: all variance in the measurement
is caused by true differences in the variable of interest. As reliability approaches
0, the measurement is becoming less precise and a higher fraction of variance is
due to measurement error [63]. Specifically, we calculated the ICC of consistency
measures among tasks for each measurement to assess intermethod reliability.
Further, we calculated the ICC of consistency measures within tasks across meas-
urements to assess test-retest reliability. For qualitative interpretation of reliabil-
ity, we followed the standards by Koo and Li (21): an ICC estimate lower than
0.50 is considered poor, one between 0.50 and 0.75 is considered moderate,
one between 0.75 and 0.90 is considered good, and lastly one greater than
0.90 is considered excellent.
Qualitative content analysis. In order to gain a better understanding of the
decision-making process and to further validate our data, we conducted an
inductive, qualitative content analysis (24) using the free-text responses about
the decision strategies of our participants. For study 1, we concatenated the

answers of our participants to both questions. Using an ad hoc inductive
approach on the material from study 1, five exhaustive and mutually exclusive
categories were generated. Subsequently, three raters (of which one was blind
to the objective of the study) coded all answers independently for studies 1 and
2 using these categories without further revisions. On their first try, our raters
reached good interrater reliability for study 1 [ICC (2, 1) = 0.831; 95% CI:
0.750 < ICC < 0.892] and moderate interrater reliability study 2 [ICC (2, 1) =
0.740; 95% CI: 0.676 < ICC < 0.796]. The final categorization was then
decided via majority rule where possible or labeled “unclear” otherwise.

Data Availability. Processed data and anonymized raw data and analysis
scripts have been deposited in OSF (https://osf.io/KD4HW/). Previously published
data were used for this work (11,26–30,64). All other study data are included in
the article and/or SI Appendix.
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